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CHAPTER 1

INTRODUCTION

1.1 Motivation

Anti-ship missiles (ASM) have long presented a serious threat to the safety and

security of America's naval forces. Over the past 30 years, significant efforts have

been made to develop reliable countermeasures to protect tile fleet against a wide

variety of ASM weaponry. Due to cost, weight, and size limitations, conventional

radar-guided ASMs (RGASM) have employed non-coherent radar techniques, aiid

thus countermeasures developed to date have been designed specifically to defeat

non-coherent threats. Recently, advances in miniaturization have enabled the design

of coherent RGASMs, demanding the creation of a new breed of countermeasures.

Two sets of data are required to properly gauge the effectiveness of a given counter-

measure against a coherent RGASM tracking algorithm. The first set of data consists

of the raw signals from the radar's receiver, while the second set of data consists of

the decisions made by the tracking algorithm. By comparing these two sets of data,

it is possible to predict the effectiveness of a given countermeasure against a given

coherent RGASM.



To enable the design of countermeasures to protect against coherent RGASMs,

a variety of tools must first be constructed. Among these is a coherent RGASM

test bed to be used for monitoring the behavior of missiles as they are deployed

against simulated targets in a laboratory environment. Figure 1.1 is a high level

block diagram of the complete RGASM test bed. The coherent RGASM test bed

utilizes a preexisting radar consisting of modern coherent RF hardware coupled with

a reprogrammable digital back end. This coherent radar is placed within a specially

designed anechoic chamber. When the radar is operating, its transmitted energy is

received by an array of antennas mounted along one wall of the anechoic chamber.

The array of antennas is connected to a complex system which is capable of coherently

impressing a target's echo, such as that from a naval vessel with or without a given

countermeasure, onto the received energy. The complete signal containing the target

echo is then reradiated back through the array so that it can be received and processed

by the radar. The radar's behavior is monitored so that its reactions to various targets

and/or countermeasures can be accurately quantified.

One component of this test bed is the high speed data capture device (HSCD)

for capturing and recording real-time data as it moves through a RGASM's digital

processing. This device is shown in Figure 1.1 as the physical link between the radar

and the monitoring equipment. The HSCD is coupled directly to the radar's receiver

and antenna controller in such a way that the digital signals generated by these

components can be monitored without affecting the radar's normal processes. The

samples collected by the HSCD are transferred via a high speed data link to an array

of computer hard drives for storage and later analysis.
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Analysis -/ Raa
Equipment I 44

Figure 1.: Coherent RGASM countermeasure development test bed block diagram.
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1.2 Objective and Outline of Thesis

The purpose of this thesis is to document the design and testing of the HSCD.

To provide the necessary background, Chapter 2 presents an overview of RGASMs

and contrasts coherent and non-coherent approaches. Chapter 3 details the test

bed's preexisting radar hardware. Chapter 4 then presents the design of the HSCD

hardware, while Chapter 5 details the HSCD's software. Chapter 6 concludes this

thesis by discussing some improvements which could be made to the HSCD in future

efforts.

1.3 Contribution

The author is responsible for the complete design and assembly of the HSCD. This

includes all prototyping and assembly required to create a functional data capture

device, as well as writing and testing the embedded software needed for its proper

operation.
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CHAPTER 2

COHERENT RADAR-GUIDED ANTI-SHIP MISSILE
GENERAL SYSTEM OVERVIEW

This chapter describes the basics of a RGASM. First, a basic block diagram of the

RGASM is discussed, then the primary differences between coherent and non-coherent

processing are compared. A basic digital receiver is then described to illustrate prac-

tical implementation of coherent processing. The final section of this chapter briefly

examines the advantages coherent pulse doppler radars possess over non-coherent

systems in target tracking capability and resistance to jamming.

2.1 RGASM Overview

A block diagram of a basic coherent RGASM is given in Figure 2.1. The specific

RGASMs being studied here typically have a coherent pulse doppler radar coupled

with control circuitry. The radar measures target echoes in range, azimuth, and

elevation amid sends this data to the control circuitry which ultimately points the

missile in the direction of the target by properly utilizing the control surfaces. The

control circuitry implements complex target tracking algorithms which are designed

to resist any countermeasures which may cause the missile to miss its intended target.

The tracking algorithms implemented in coherent RGASMs have a distinct advantage

5



over their non-coherent counterparts in that the coherent radar provides additional

information about the target that is not available when using a non-coherent radar.

To understand these advantages and to illustrate the type of coherent radar used in

the RGASM test bed, the rest of this chapter is dedicated to examining coherent

pulsed doppler hardware.

S : .......... ~D ig ita l . .. . ... . . . .Antenna ,..Transmitter/ l - .Signal Control uControl

ConPrtrol Cotrl

Coherent Pulse Doppler Radar

Figure 2.1: Coherent RGASM block diagram

2.2 Coherent Pulse Doppler Hardware

Pulse doppler radars can be distinguished from traditional radars by the three

defining characteristics given in Table 2.1 [1]: The first characteristic will be discussed

1. They utilize coherent transmission and reception; that is, each trans-
mitted pulse and the receiver local oscillator are synchronized to a free-
running, highly stable oscillator.

2. They use a sufficiently high pulse repetition frequency (PRF) to be am-
biguous in range.

3. They employ coherent processing to reject main-beam clutter, enhance
target detection, and aid in target discrimination and classification.

Table 2.1: Distinguishing characteristics of coherent radars.
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Low Noise R IF
Amplifier Receiver

Mixer

Figure 2.2: Coherent radar block diagram

in this section, with the second two characteristics being discussed in subsequent

sections.

A high-level block diagram of a basic pulse doppler radar system is shown in

Figure 2.2. The layout of the pulse doppler radar is similar in form to traditional non-

coherent radars with the exception of a shared stable local oscillator (STALO). The

STALO is used to satisfy the first condition of Table 2.1 by ensuring that the transmit

and receive chains remain phase-locked. This is accomplished by synchronizing all

radar operation with the STALO, including but not limited to the local oscillators

(LO) and the transmit gate. An example of a coherent transmitter output is given

in Figure 2.3, where Figure 2.3(a) shows a free-running radio frequency (RF) source,

and Figure 2.3(b) shows the transmit gate. Both the RF source and the transmit

gate are synchronized to the STALO. The transmitted signal is the product of these

two signals and is shown in Figure 2.3(c). It is important to note that the RF

7



pulses generated by this process are identical and are spaced uniformly by an integer

number of wavelengths, the significance of which will be discussed in Section 2.3. In

(a) RF frequency source synchronized to the STALO.

(b) Gating signal corresponding to the pulse repetition frequency.

(c) Coherent pulse train (solid) as generated from the original RF source (broken) multiplied
by the gating signal.

Figure 2.3: Creation of a coherent transmit pulse train using an RF source and gating
signal which are both synchronized to a stable local oscillator.

contrast, the output of an unsynchronized, or non-coherent, transmit path is given in

Figure 2.4. It should be noted that the phasing is inconsistent from pulse to pulse.

The Fourier Transform of a non-coherent pulse train is given in Figure 2.5(a) [2].

The null-to-null width of the main peak in the frequency domain, as marked in the

figure, is inversely proportional to length in time of each pulse in the pulse train. In

8



Figure 2.4: Non-coherent transmit pulse train with each pulse starting with a random
phase.

contrast, the Fourier Transform of a coherent pulse train is given in Figure 2.5(b) and

described by Eq. (2.1) for positive frequencies [2]. In the equation, N is the number

of pulses in the train, r is the width of each pulse, w,./21r is the RF carrier frequency,

w,,/27r is the pulse repetition frequency fPRF, and T is the interpulse period.

ArN sincW(( - W. + nriwo) NT) (2.1)F(jao) = -0 + sicno)+sin(c°-°-n 2)•-

n=1 I ±smnc ((w - Lc- nw.) 2 1

Comparing the two plots of Figure 2.5, one observes that the non-coherent pulse

train distributes energy continuously across the frequency band, where as the coherent

pulse train concentrates energy at discrete frequencies. An important effect of this

energy concentration is that the magnitude of the envelope of the discrete frequency

peaks for the coherent case is greater than the magnitude of the frequency response

for the non-coherent case. This characteristic can be exploited by a coherent radar to

allow targets to be detected at a greater range than is possible with a non-coherent

radar with an equivalent transmit power.

Concentrating the energy of the pulse train into distinct frequency components

has several advantages. A receiver capable of exploiting these advantages is required,

and such a receiver will be discussed in Section 2.3.

9
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(a) Fourier Transform of a non-coherent pulse train.

Yo (fff) f. Yfpff)

(b) Fourier Transform of a coherent pulse train (solid) with the en-
velope (dotted).

Figure 2.5: Fourier Transform of a non-coherent pulse train versus the Fourier Trans-
form of a coherent pulse train.
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2.3 Digital Receivers

A receiver which takes advantage of the coherent pulse doppler hardware described

in the previous section will now be examined. A basic diagram of the receiver is given

in Figure 2.6. This receiver utilizes a quadrature mixing stage after the standard in-

termediate frequency (IF) stages to generate in-phase and quadrature channels which

are used to provide both the magnitude and phase of the radar returns. These two

channels are then sampled by independent analog-to-digital converters (ADC) which

are connected to numerical integrators. These numerical integrators simply add a

predetermined number of consecutive samples together. The numerical integrator is

a type of coherent matched filter which is only made possible through the use of a

coherent pulse train. The next stage in the receiver applies pulse compression to the

received signal but won't be discussed here for brevity. The pulse compression stage

is only included in this basic drawing to parallel the actual radar hardware to be

discussed later.

Following the pulse compression stage is the Fast Fourier Transform (FFT) stage

which computes a special fast version of the Discrete Fourier Transform of the in-

coming radar signal. The FFT is used to analyze incoming signals according to their

frequency content. The radar return from a moving object will exhibit a small shift

in frequency away from the carrier frequency. This is known as the doppler shift. The

magnitude of this shift (fd) in Hertz is a function of the transmitted frequency ft and

the radial velocity v, of the target according to Eq. (2.2) [3].

fd 2ftv (2.2)
C
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Figure 2.6: Coherent receiver block diagram

The doppler shift is a positive shift in frequency for targets moving toward the radar

and a negative shift for targets moving away from the radar.

Recall the second characteristic of pulse doppler radar given in Table 2.1 which

states that pulse doppler radars use a sufficiently high pulse repetition f'requCincy

(PRF) to be ambiguous in range. This implies that the radar may transmit a pulse

before the return from the previous pulse has been measured. In this situation, the

range data for the radar returns is ambiguous since the radar is unable to tell from

which pulse the return is from. A higher PRF means there is less time between

pulses and therefore more ambiguity in the range measurement. However, recall from

Section 2.2 that the spectral lines in the Fourier Transform of a coherent pulse train

12



are separated by the PRF, fPRF. In the frequency domain, a higher PRF means

that the spectral lines of the pulse train are spaced further apart. Since the doppler

shift of a radar return is a change in frequency, the doppler shift can be said to be

unambiguous if it is not great enough to shift past the next adjacent spectral line.

Therefore to satisfy this condition, the unambiguous doppler shift must be less than

the PRF.

Since the velocity of the radar is usually known, the doppler frequencies of ground

clutter in the main lobe of the antenna are known and can be filtered out accordingly.

In addition. a sufficiently high PRF guarantees that all encountered doppler frequen-

cies are unambiguous, and therefore a given target's radial velocity can be directly

calculated. The ability to calculate a target's velocity in addition to its range allows

a pulse doppler radar to more accurately classify a target than a non-coherent radar.

This, coupled with ground clutter mitigation, corresponds to the third characteristic

of pulse doppler radars in Table 2.1.

Following the FFT is a linear detector which decides whether or not targets exist in

the radar return. Once a target has been detected, it is passed to the range ambiguity

resolver stage. As mentioned earlier, unambiguous velocity usually implies ambiguous

range measurements. This stage is required to determine target range information in a

radar system where the target's velocity (doppler shift) is unambiguous. The target's

true range is decoded using its range information from several PRF's as described by

Stimson [2].

13



2.4 Coherent Versus Non-Coherent Target Tracking

Coherent radar systems have distinct advantages over their non-coherent coun-

terparts in target tracking applications. Typically, coherent processing yields greater

range and range resolution while employing a lower transmit power [4]. A lower peak

transmit power makes a coherent RGASM less likely to be detected by its target. In

the event that a target is alerted to the RGASM's presence, increased range resolu-

tion combined with target velocity sensing capabilities decrease the likelihood of the

coherent RGASM being defeated by traditional countermeasures. Therefore, counter-

measures geared toward defeating coherent RGASMs need to be designed and tested,

and the high speed data capture device described in this thesis will play a small part

in that larger task.

14



CHAPTER 3

TARGET RADAR HARDWARE ARCHITECTURE

OVERVIEW

The radar system used in the coherent seeker test bed is a coherent pulsed doppler

radar with a receiver similar to that shown in Figure 2.6. It consists of two main

components: a processing unit, which contains all of the RF and signal processing

hardware, and a mechanically scanned static phased array antenna. The processing

unit will be examined closely here with special attention being given to the receiver

and the antenna processor interface (API) since these components generate all of the

data to be captured by the HSCD.

3.1 Receiver Overview

The radar is a coherent doppler monopulse system consisting of sum and differ-

ence channels. The theory of monopulse operation will not be discussed here except

to point out that it requires two independent receivers. The start of the receive

chain consists of two RF receivers, one for each channel, which handle the coherent

downconversion from RF to baseband before sampling the data. The in-phase and

quadrature signals at the output of the quadrature mixing stage can be sampled us-

ing either 11-bit analog-to-digital converters (ADC) running at 1MHz or 8-bit ADCs

15



running at 20MHz. For the purpose of this thesis, it is assumed that the receivers are

always using the 8-bit ADCs running at 20MHz. Following the ADCs are arithmetic

logic units (ALU) which can integrate up to 16 consecutive samples. The outputs of

the ALUs are always 16 bits regardless of the ADC being used. These 16-bit values

are buffered in memory before being transferred to the pulse compression unit (PCU).

After pulse compression operations have been performed, the two channels (sumn and

difference) of in-phase and quadrature data are forwarded on to the rest of the digital

signal processing chain.

3.2 Antenna Processor Interface (API) Overview

The antenna processor interface is a special subsystem within the radar which

controls the antenna's gimbals according to commands given by the radar's cen-

tral processor. Within the gimbals are resolvers and tachometers which constantly

measure the position and velocity of the antenna in azimuth and elevation. These

measurements are compared in the API to the azimuth and elevation position, veloc-

ity, and acceleration requested by the central processor. The differences between the

requested and actual positions, velocities, and accelerations are fed into a complex

control loop to properly operate the servo motors within the gimbals which ultimately

point the antenna in the desired direction.

To maintain smooth antenna motion, the central processor updates the API with

new antenna position requests at regular intervals. The API, in turn, updates the

central processor with the actual measured antenna position so that this information

can be used in other parts of the digital signal processing chain. This two-way com-

munication occurs over a data bus which is shared by the API with other subsystems

16



within the radar. Each subsystem connected to the data bus is associated with its

own specific set of memory addresses to facilitate easy data transfer between each

subsystem and the central processor. This data bus will be examined more closely in

Section 3.3.3.

3.3 High-Speed Data Capture Locations

As previously mentioned, the sampled in-phase and quadrature data from the

receivers as well as tihe antenna position data from the API must be captured in real-

time. The strategy for accomplishing this task is based on the organization of the

data flow within the radar itself. The data flow, in turn, is based on how the radar

scans for targets. Therefore, it is first important to establish some basic terminology

to describe the radar's scanning behavior before examining data transfers within the

radar in greater detail.

3.3.1 Radar Scanning Terminology

The most basic behavior of the radar is a scan of the antenna from left to right

or from right to left. This motion is called a bar, and the bar is broken up into

smaller pieces of consistent lengths of time called communication intervals (CI). Each

CI within the bar has a characteristic PRF which is usually varied from CI to CI to

allow for the resolution of range ambiguity as mentioned in Section 2.3. Since every

CI has a characteristic PRF, each pulse within the CI is separated from the next by

a constant length of time called the inter-pulse period or IPP. Each IPP is broken

up into a number of range samples (RS) which correspond to a single output of the

receivers' coherent integrators. The number of range samples within an IPP depends

on three factors: the PRF which determines the length of the IPP, the sampling rate

17



of the ADCs in the receiver, and the number of coherently integrated samples after

the ADCs. Each range sample represents a point in time, or a segment of time if

several consecutive samples are coherently integrated, where a target's radar return

may be present in the data. The organization of the CI is very important in terms

of understanding how the range samples are collected and processed, and this will

become apparent in the following section.

3.3.2 Receiver In-Phase and Quadrature Data Transfers

The radar's two receivers change parameters on a CI-to-CI basis according to

the PRF, desired number of coherent integrations, and other factors. To facilitate

this, the receivers are reset at the end of every CI to prepare for operation with

new parameters during the subsequent CI. During the first IPP of a new CI, the

receivers generate range samples corresponding to the first transmitted pulse. The

range samples are buffered temporarily in two first-in-first-out (FIFO) memories per

receiver, separating the in-phase and quadrature samples between them. During the

next IPP, the in-phase and quadrature data from the first receiver are transferred to

the pulse compression unit, followed by the in-phase and quadrature data from the

second receiver. While these data transfers are being performed, the receivers are

simultaneously generating range samples for the current IPP. This process is shown

in Figure 3.1. In this figure and in future figures, the sum and difference receivers

will be addressed as Channels A and B, respectively. It is important to note that

all in-phase range samples are transferred to the PCU for one channel followed by

all quadrature range samples for the same channel. This process is then repeated for

the second channel. It is interesting that while the receivers generate range samples
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Figure 3.1: Communication interval broken down by inter-pulse period showing the
transfer of in-phase and quadrature data from the receiver FIFOs to the PCU.

during the last IPP of a CI, they are never actually transferred out of the receiver

and are effectively lost at the start of the next CI.

The receivers and PCU are constructed on physically separate circuit boards which

are connected to a common backplane. Therefore, it is possible to monitor the in-

phase and quadrature range samples as they are transferred from the receivers to the

PCU without actually disrupting the processes occurring within the radar. A Tek-

tronix TLA715 logic analyzer was used to examine the control signals present on the

backplane in order to develop an understanding of how the data is transferred. Con-

necting the logic analyzer to the backplane without removing any of the hosted circuit

boards is possible through the use of a special backplane which features connectors

on one side and special pins on the reverse side. This backplane was specifically de-

signed for use during the radar's research and development phase by its manufacturer

so that logic analyzers could be utilized to debug the radar's operating software.

A screen shot of the logic analyzer data is shown in Figure 3.2 which illustrates

the range samples transferred from the receiver to the PCU during a single IPP.
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In-Phase Data Transfer Quadrature Data Transfer

Label: Fuction:
IQ-Sel Signifies whether data present on the bus is In-Phase or

Quadrature
IQDATA Actual 16-bit value of the data

FIFORD_ A* Read strobe for Receiver A
FIFORDB* Read strobe for Receiver B

ChanEN-A* Receiver A Enable
ChanEN-B* Receiver B Enable

Figure 3.2: Logic analyzer capture showing the transfer of in-phase and quadrature
data from the receiver to the pulse compression unit over the backplane with labels
identified.

The table below the screen shot lists the function of each signal under observation.

The black bars were added later to clearly distinguish the beginning and ends of

each transfer. The gray areas in the screen shot indicate periods where the signals

under observation are transitioning too rapidly to be drawn on the screen. A close

examination of the IQSel signal between the black marks enforces the fact that all in-

phase range samples for an IPP are transferred to the PCU followed by all quadrature

range samples. These samples are transfered on the active edge of the FIFORDA

or B strobes, which serve to clock the data out of the receivers' FIFOs and into the

PCU. Figure 3.2 was produced during a radar mode which does not utilize inonopulse

processing. Therefore, only data from the sum receiver is transferred to the PCU,

which can be seen since only the CLhENA* signal is active and not ChiENB*. For

20



modes which require mionopulse capabilities, the process shown in the figure would

be repeated twice per IPP, once for Channel A and once for Channel B.

3.3.3 API Data Transfers

The API typically communicates with the radar's central processor once per CI

over the shared bus. As mentioned earlier, the scope of this communication includes

both desired and actual antenna position, velocity, and acceleration. In addition, the

API also provides the central processor with the errors between the measured and

desired position and velocity, as well as the results from built-in self-test circuitry

which constantly monitors the health of the API and antenna.

The API and the central processor circuit cards are connected to the same back-

plane previously mentioned which allows for passive monitoring of the shared data

bus by a logic analyzer. A screen shot of the logic analyzer data is shown in Figure 3.3

which illustrates the basic operation of the data bus. A list of the observed signals

and their functions is given below the screen shot. The central processor acts as the

bus master by controlling the Address (ADRS in the figure) lines and the Bus Enable

(BUSEN*) lines. Each subsystem on the bus is assigned a master address which is

contained in the most significant nibble of the 16-bit ADRS. Therefore, to initiate a

data transfer on the bus, the central processor asserts all address to be read or written

and activates the BUSEN* signal. The subsystems attached to the bus then observe

the most significant nibble on the address line to decide if they are involved in the

data transfer. The API is assigned to master address 1. Therefore, any data transfer

on the bus with an address of $1OXX requires the API's attention. This address

is represented here in hexadecimal where 'X' signifies an unknown digit. When the
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I ____ 1000___ __ 1001 100Z2 1003

DAA0004 AEA17F2 430S_IIZ _ l -.. t....!....

Label: Fuction:
ADRS 16-bit address bus value
DATA Actual 16-bit value of the data on the bus
BUSEN* Bus enable
READY* Bus ready
WR* Write (high) or read (low) cycle select

Figure 3.3: Logic analyzer capture showing the transfer of antenna data from the
API to the radar's central processor over the backplane with labels identified.

BUSEN* line is pulled low by the central processor with an address of $1OXX, the

API places the proper data onto the bus or reads the data from the bus, according

to the WR* signal, and activates the READY* signal. The READY* signal notifies

the central processor the data has been handled appropriately, and that the bus is

free again for another transfer.

3.4 Conclusion

The in-phase and quadrature range samples, in addition to all of the data trans-

fered to and from the API, must be captured in real time without interrupting the

radar's processes. Since the design of the radar utilizes a common backplane archi-

tecture, the required data can be captured successfully by special hardware which is

designed to physically connect to the radar's special development backplane. This
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